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1 Introduction

In this project we seek to apply the machine learning library from Spark: pyspark.ml. There are
various problems that we seek to solve including filtering toxic chat participants, predicting heart
disease, and estimating income earnings.

2 Toxic Comment Classification

2.1 Overview

The anonymity of the online experience brought a new issue. Without the need to have account-
ability the darker side of humanity comes out. Toxic comments and trash talk become dominate
and feeds into cyber bullying. The environment this perpetuates can infect and destroy online
communities. Its important to filter out users that are toxic and block or ban them. Machine
learning give an opportunity for the automation of this filtering.

2.2 Comment filtration using Linear Regression

We use the linear regression for a simple easy to train model that also is robust to large training
data set by using Spark as the underlying structure. There are multiple types of toxic comments
including threading (bodily harm) to identity hate (racial and sexual harm). Overall we have a
toxic score that summarizes this and a snapshot can be seen in Fig. 1. The toxic score is
measured as a probability from 0 to 1 of the user being extremely toxic and banning those who
score a 0.5 or above. In the end we can see from Fig. 2 that about 3.5% of the population are
toxic enough to ban.
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Figure 1: Snapshot of the product of the classification.

Figure 2: Summary of number of toxic id persons in the community identified.

3 Heart Disease Prediction

3.1 Overview

Healthcare has been a active frontier for technological advancement. with the need to process
so much medical information the assistance of machine learning is being used for things such
a disease diagnostics. Here try to predict the possibility of heart disease based on measurable
and self-reported health data. Some examples of these are BMI, heart rate, smoking status,
and education level.

3.2 preprocessing

There are several things we have to do before training the model. First, we have to deal with
the missing value. As we can see, there are 582 out of 3658 rows that contains missing value.
Here, we just drop those 582 rows. Secondly, we split the data into training and testing by the
percentage of 80:20. Lastly, to feed our data to the model, we have to transform it into the form
of an ’vector of features’ and the ’label’ column. We apply Assembler.transform in this part.
Example of the features used can be seen in Fig. 3
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Figure 3: features and label transformation

3.3 Model Training

We use LogisticRegression from pyspark.ml.classification here to train our model by default
parameters.

3.4 Testing and Evaluation

After we get our trained model, we then apply this model to predict the label in testing data.By
grouping the original label and prediction. We print out 3 metrices. Accuracy(0.86),Recall(0.08)
and Precision(0.69).

3.5 Result Analysis

Although the accuracy of the model is pretty high(0.86), it mainly comes from the high TrueNeg-
ative as can seen in Fig. 4. From the extremely low recall rate, we can find that the model
can’t really identify the True positive cases. And from the precision, we can also see that only
0.69 of the prediction are truly positive. For the future work, we can try to improve the result
by doing some feature engineering, dealing with data imbalance problem or trying to tune the
parameters.

Figure 4: performance summary

4 Income Prediction

4.1 Overview

Estimating income is an extremely important tool for banks and governments. It can determine
the about of loan to provide to the amount of financial assistance needed for a region. With the
features looked into it cannot be used in private setting due to protection on judgment based on
race and gender but from a government perspective it helpful. Fig. 5 show a sample of the data
used.
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Figure 5: Sample of feature types used

4.2 Model Training and Evaluation

For similar reasons as stated in Section 2.2 we use Spark and Linear Regression. In this sim-
plified version of the income prediction question we are making a binary prediction of whether
or not the individual earn more than $50,000 or not. Fig. 6 show prediction examples. The
performance of the model is captured in Fig. 7

Figure 6: prediction examples

Figure 7: model test results

5 Decision Tree and Random Forest Experimentation

5.1 Overview

Throughout the three questions we stick to the linear regression as the base algorithm of our
models. However its important to look at other possibilities in order to see if other algorithms
perform better. We base question 3 to implement the other 2 algorithms, decision tree and
random forest.

5.2 Performance

It’s important to try different algorithms when testing your pipeline. Even with domain knowledge
its difficult to know which algorithm performs best with your data and give more wright to the
algorithms that preforms best. As shown in Fig. 8 by trying Random Forest we found a higher
performing version of the model.
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We combined 50 decision trees in random forest model. It obtained satisfying accuracy.
Thus, we became curious that how would the single decision tree perform? With that idea, we
implemented decision tree model as well.

While putting the evaluation of two models together, as shown in Fig. 9, we find that actually
the decision tree got a little better accuracy than random forest in both training set and test set.
However, when it comes to precision, the decision tree sharply drop to somewhat over 50%
which is similar to random guessing. Meanwhile the random forest gave us great precision over
89% in both training and test.

Figure 8: Accuracy of Random Forest

Figure 9: Evaluation of Random Forest and Decision Tree
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